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Abstract. Age-related macular degeneration (AMD) is the leading cause of vision
loss in the elderly population. Transfer learning has proven useful in fundus image
analysis for early diagnosis. Previous models were pre-trained on the ImageNet
database. However, a source domain related to retinal diagnosis would facilitate
model learning. Our objective was to apply transfer learning from the domain
of diabetic retinopathy (DR) to aid in the detection of AMD (binary classifica-
tion). The proposed model was based on the ResNet-RS architecture. Pre-training
aimed at DR diagnosis was conducted using the Kaggle database. Then, fine-
tuning was performed using the Automatic Detection challenge on Age-related
Macular degeneration (ADAM) dataset. We carried out 3 experiments with dif-
ferent number of images used for fine-tuning. As the main result, our method
showed a much faster convergence than the corresponding models pre-trained on
ImageNet. Additionally, the proposed source domain was proven especially useful
when scarce data in the destination domain was available.
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1 Introduction

Age-related macular degeneration (AMD) is the leading cause of vision loss among
people aged 50 years and older [1]. This vision loss is irreversible, eventually causing
complete blindness [2]. Like most retinal conditions, AMD does not show any external
symptoms in its early stages and, thus, continuous ophthalmological examinations are
required [3]. In this sense, fundus images are the most cost-effective imaging modality
for screening this disease [4], allowing changes in the retina to be detected, associ-
ated anomalies to be inspected, and progress to be monitored [3]. However, the high
prevalence of AMD and the lack of healthcare resources is overloading the patient care
systems, causing treatments to be delayed and error-prone [2]. For this reason, artificial
intelligence algorithms have proven to be useful in classifying different types of data,
including fundus images [2].
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In recent years, deep-learning algorithms are outperforming traditional classifiers
[2]. Furthermore, they allow obtaining relevant representations of the data without the
need for manual feature extraction [2]. In this context, convolutional neural networks
(CNN) are the most popular models for computer vision tasks, including medical image
analysis [2]. Although transformers have revolutionized the state of the art of image
classification models [5], the latest CNN architectures have managed to surpass their
performance in terms of accuracy and scalability [6].

However, the training of deep-learning models require large amounts of annotated
data [4]. In medical image analysis, dedicated capturing devices and expert annotations
are required [4]. For these reasons, there are no large fundus image databases designed
for AMD research that are easily accessible. In this situation, transfer learning aims to
help improve the learning from one domain by re-using the knowledge from a related
domain [7]. In practice, transfer learning is based on pre-trained models and fine-tuning
[8]. Numerous previous studies have followed this approach for the automatic detection
of AMD [4]. However, all of them were based on models pre-trained on the ImageNet
database [9]. This database consists of tens of millions of annotated images organized
by the semantic hierarchy of WordNet [9]. While this dataset has become the de facto
standard in transfer learning applications, we hypothesize that using a source domain
related to fundus image analysis (closer to our problem) would facilitate model learning
for AMD detection. Our objective in this study was to apply transfer learning from the
domain of diabetic retinopathy (DR) to aid in the diagnosis of AMD (binary classifica-
tion problem). We used the Kaggle (EyePACs) fundus image dataset, released for DR
research, consisting of more than 80,000 fundus images [10]. This way, the knowledge
learned for DR diagnosis using a large fundus image database is transferred to automat-
ically detect AMD. The convergence would be faster and, presumably, more accurate.
For the development of the model, we used the ResNet-RS architecture [11], which has
never been explored in this field.

2 Fundus Image Databases

The pre-training of the model was conducted using the Kaggle database, aimed at DR
diagnosis [10]. Fine-tuning was performed with the Automatic Detection challenge
on Age-related Macular degeneration (ADAM) dataset, which was designed for AMD
research [4].

2.1 Kaggle (EyePACs)

This database was provided by EyePACS for the DR Detection competition published
on Kaggle [10]. It is the largest, public fundus image dataset for DR with 88,702 images.
However, many of them had poor quality and were discarded using an automatic algo-
rithm from our previous work [12]. Thus, 52,973 images were finally used and divided
into a training set of 52,073 images (13,099 with DR and 38,974 with no DR) and a
validation set of 900 images (200 with DR and 700 with no DR). All images come
from different models and types of cameras. Therefore, a great variety of visual features
and resolutions are covered. Figure 1(a) shows an example of a fundus image with DR
lesions.
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2.2 ADAM

This database, aimed at AMD research, consists of 1,200 fundus images provided by the
Zhongshan Ophthalmic Center of the Sun Yat-sen University (China). A Zeiss Visucam
500 fundus camera was used to capture 824 of the images at 2124 x 2056 pixels and a
Canon CR-2 device was used to capture the remaining 376 images at 1444 x 1444 pixels.
All images had an adequate quality for automatic processing. The dataset was divided
into 3 groups: training (400 images), validation (400 images) and test (400 images).
Each group had the same number of images with AMD (89 images). Figure 1(b) shows
an example of a fundus image with AMD signs.

3 Methods

The proposed method had a preprocessing stage for input normalization. Then, a deep
CNN backbone was linked to a set of fully-connected layers. The model was first pre-
trained for DR detection and, finally, fine-tuned for AMD classification.

(2) (b)

Fig. 1. (a) Fundus image example showing DR signs from the Kaggle database. (b) Fundus image
example with AMD signs from the ADAM database.

3.1 Preprocessing

To normalize the input data and reduce computation time, all images were resized to
512 x 512 pixels [4]. Next, to adapt the pixel values to the input expected by the CNN
backbone, the images were normalized in the range [—1,1] [11].
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3.2 Data Augmentation

Deep neural networks require a large number of training data. To increase the number
of images with which to train the model of this work, the online data augmentation
technique was used [2]. This technique allows new synthetic images to be randomly
generated in every epoch from the training set. For this task, simple transformations
were applied: rotations (£50°), shifts (£7%), flips and scaling (£10%), as in other
studies [2].

3.3 Convolutional Neural Network Backbone

We selected the architecture ResNet-RS [11] for the backbone of our CNN model as
a feature extractor. This architecture can be seen as an improved version of the canon-
ical ResNet. By introducing a new training methodology and two scaling strategies,
ResNet-RS achieves state-of the-art accuracies on ImageNet while showing a much
faster performance than previous architectures [11].

3.4 Fully-Connected Layers

At the end of the architecture, 3 fully-connected layers of 1024, 512 and 1 neurons,
respectively, were added to act as a binary classifier (AMD / no AMD). We used the
ReLu activation function in the first two layers and the sigmoid activation function in the
last one. Between each fully-connected layer, the dropout technique was applied with a
factor of 0.25 to minimize overtraining [2].

3.5 Pre-training

The proposed model was firstly trained to automatically detect DR. For this task, we
used a large set of 52,973 images from the Kaggle database. It should be noted that the
model was previously pre-trained on ImageNet to accelerate convergence and facilitate
the learning of this stage [9].

As for the training procedure, the model was trained up to a maximum of 200 epochs
while applying early stopping when the error on the validation set did not improve during
7 epochs. This parameter, known as patience, was empirically set. Also, the learning rate
was reduced by half every time this error reached a minimum and remained constant for
3 epochs [1]. In order to deal with data imbalance, we used the weighted binary cross
entropy as the loss function. Finally, the Adam optimization algorithm was applied with
an initial learning rate of 0.00005 and a batch size of 4 images [1].

3.6 Fine-Tuning

Having a model capable of accurately detecting DR (source domain), the main idea
was to transfer such knowledge to aid in the detection of AMD (destination domain).
Since both problems (DR and AMD detection) share the same type of input data (fundus
images) and the retinal signs characterizing both conditions might be similar, only a
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small number of images for fine-tuning is required. Thus, the small training set of 400
images from ADAM was considered in this work.

To evaluate the relevance of our approach based on the size of the training set in the
destination domain (AMD detection), we performed two additional experiments by using
reduced subsets of the training data (randomly selected). This way, AMD classification
was assessed, in 3 different experiments, using N = 50, 100 and 400 images, respectively,
as the training set of the fine-tuning stage.

The training procedure for the fine-tuning phase was identical to the one applied for
the pre-training step, described in the previous section.

4 Results

The proposed method for AMD detection was evaluated on the 400 images of the test set
of the ADAM database in terms of accuracy (ACC), sensitivity (SE), specificity (SP), F1-
score and area under the receiver operating characteristic curve (AUC). Additionally, we
measured the time spent in fine-tuning (7). Table 1 shows the results for each experiment
in which a different size of training set (V) was considered for fine-tuning. The general
performance of the model increased with the value of N. In particular, we achieved an
AUC =0.89 when N = 50, an AUC = 0.91 when N = 100, and an AUC = 0.94 when N
= 400. Likewise, the time ¢ became longer as we used a larger N. Thus, r = 5'24” was
required with N = 50, t = 9'21” was necessary when N = 100, and 18’40 was spent
when N = 400. Additionally, balanced values of SE and SP were obtained for every
experiment: between 81.35% and 87.64%.

The experiments were computed using a GPU NVIDIA GeForce RTX 4080 with
16 GB GDDR6X memory.

5 Discussion

In this work, we developed an automatic method for AMD detection that exploits the
knowledge learned from the domain of DR diagnosis. Since both retinal conditions
represent two similar domains with a common type of input data (fundus images), it
was expected that the learning was straightforwardly transferrable. To the best of our
knowledge, no previous studies have followed this approach.

Table 1. Results on the test set of the ADAM database using the model pre-trained on the Kaggle
dataset. N is the number of images used for fine-tunning and ¢ is the computation time spent in
such task.

N ACC SE Sp Fi AUC t

50 82.25 82.02 82.32 0.67 0.89 5'24”
100 82.75 87.64 81.35 0.69 0.91 9217
400 86.75 87.14 85.39 0.91 0.94 18'40”
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In view of the results exposed in Table 1, we can observe that an AUC = 0.89 was
surpassed in every experiment. As expected, the greater the number of images used for
fine-tuning (N), the greater the performance the model achieved. Nevertheless, even for
the scenario where N = 50, a remarkable ACC = 82.25% was obtained. It is also worth
noting that the time spent for fine-tuning was very short in all three experiments. A small
number of epochs was enough for a fast convergence.

In order to evaluate the relevance of our approach, we conducted the same experi-
ments while using a model pre-trained on the ImageNet database and directly fine-tunned
for AMD classification. In this case, the DR domain and the Kaggle database were not
involved. The results can be seen in Table 2 and a direct comparison can be established
for all experiments. The most notable difference between our approach and the alter-
native has to do with the computation times. For each value of N = [50,100,400], our
method performed about 5 times faster than the corresponding models pre-trained on
ImageNet. Since the pre-trained weights of the proposed model were already adapted
for fundus image analysis, a smaller number of epochs were required to converge in
the fine-running stage. This rapid convergence together with the early stopping tech-
nique allowed the computing time to be greatly reduced. As an additional advantage,
our approach achieved much more balanced SE and SP values.

When analyzing the experiments with N = 50, we can observe how our proposal
surpasses the traditional approach in every metric except for SP. In particular, the value of
AUC = 0.89 is notably higher than the AUC = 0.78. A similar conclusion was observed
with N = 100 although the differences between the computed metrics were smaller.
When N = 400, however, results using both approaches were very similar. That is, our
approach does not imply better performance for this case (even though it is much faster).
These comparisons show that the proposed approach is especially useful when scarce
data in the destination domain is available.

Our results are in line with those of other related methods in the literature [4]. Only
three of the contributions to the ADAM challenge showed a higher AUC (between 0.95
and 0.97) than ours (0.94) using the same test set (N = 400) [4]. It is important to note
that the mentioned contributions were based on ensemble strategies. Conversely, in this
work we designed a simple architecture to focus the experiments on the different transfer
learning strategies that were used.

Results on this work are promising. However, some limitations were found. First,
a great number of images from the Kaggle dataset were discarded due to poor quality.
Even though an automatic algorithm was applied, we would like to measure the impact
of the image quality on the results. Second, fine-tuning was conducted using one public
dataset only. In the future, it would be desirable to include additional databases in our
experiments. Third, there is still room for improvement in the prediction capacity. In this
sense, it would be desirable to explore emerging deep learning architectures as well as
attention mechanisms and ensemble strategies.
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Table 2. Results on the test set of the ADAM database using the model pre-trained on the Ima-
geNet dataset. NV is the number of images used for fine-tunning and ¢ is the computation time spent
in such task.

N ACC SE Sp Fi AUC t

50 80.75 22.47 97.42 0.34 0.78 26'16”
100 88.25 64.04 95.17 0.71 0.86 50'03”
400 90.50 68.50 96.78 0.76 0.94 90'34”

6 Conclusions

The present work revealed that an appropriate source domain when applying transfer
learning helps improve the model effectiveness and efficiency. In contrast to ImageNet
pre-training, the use of a pre-trained network aimed at DR diagnosis allowed us to
achieve a much faster convergence for AMD detection as well as a more balanced SE
and SP values. Additionally, the proposed approach showed a higher performance when
areduced subset of images was available for fine-tuning purposes. The strategy presented
in this study could be useful for a fast development of novel, accurate methods to aid in
the diagnosis of AMD. As a result, clinical costs and workload would be reduced while
eye care for AMD patients would be improved.
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