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Abstract. Age-related macular degeneration (AMD) is the most fre-
quent cause of blindness in people of advanced age. As AMD is asymp-
tomatic in its early stages, this condition is normally identified in
advanced stages of the disease, when treatments are less effective. To
address this challenge, automated AMD image assessment systems offer
the potential to significantly reduce the time, costs, and effort involved
in screening. While previous works have demonstrated success for AMD
detection using convolutional neural networks, their lack of explainabil-
ity mechanisms limits their use in clinical settings. To address this lim-
itation, we propose an explainable deep-learning approach using Local
Interpretable Model-agnostic Explanations (LIME). Our model, based on
RegNetY-320, achieved 86.5% accuracy, 85.21% sensitivity, and 91.01%
specificity on the Automatic Detection challenge on Age-related Mac-
ular degeneration dataset. Through the LIME technique, we identified
the specific areas in retinal images that influence the prediction of the
model, providing a tool for clinical interpretation and enhancing diag-
nostic confidence.
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1 Introduction

Age-related macular degeneration (AMD) is a progressive and chronic disease
that is nowadays responsible for most cases of blindness in people of advanced
age [1]. There are no symptoms present at an early stage of AMD. However,
as the disease progresses, it can culminate in blindness due to the develop-
ment of abnormal blood vessels that damage the central region of the retina [1].
Hence, an early detection of AMD is of outmost importance to prevent progres-
sive visual impairment in the elderly. In the literature, different AMD detec-
tion procedures have been proposed. Tan et al. [2] proposed a fourteen-layer
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deep Convolutional Neural Network (CNN) to automatically classify the fun-
dus images into normal or AMD classes. In the ADAM challenge, the Team
Tiger team utilized ResNet101 to classify images into non-AMD and AMD.
In the same challenge, the WWW and the Airamatrix teams pre-trained an
EfficientNet-B7 and an EfficientNet-B4, respectively, on ImageNet. Then, they
applied fine-tuned using the clinical dataset [3]. Although previously mentioned
deep-learning systems have achieved high accuracy in the detection of AMD,
they have yet to reach deployment into clinical practice. The main difficulties
are ethical, medico-legal and logistical barriers, and lack of interpretability [4].
Consequently, there has been an increasing emphasis on the need for eXplainable
Artificial Intelligence (XAI) to enhance the transparency and accountability of
artificial intelligence systems [4]. The importance of XAI has also been consis-
tently emphasized across international frameworks. A relevant example are the
Ethics Guidelines for Trustworthy Artificial Intelligence by the European Union
High-Level Expert Group on Artificial Intelligence, included transparency and
accountability as part of the 7 key requirements necessary for trustworthy arti-
ficial intelligence [4].

As deep learning is gaining prominence for medical imaging [5] and ophthal-
mology [6], this work assesses the efficacy of CNNs as a potential method for
AMD detection and the use of Local Interpretable Model-agnostic Explanations
(LIME) to explain the decisions made by the model. Such an algorithm could
be used not only in clinical environments, but also in public settings such as
under-resourced areas where there is limited access to health care.

2 Dataset

The Automatic Detection challenge on Age-related Macular degeneration
(ADAM) dataset [3], also known as iChallenge-AMD, comprises 1200 fundus
images with 267 of them belonging to patients diagnosed with AMD. These
images have a resolution of 2124 x 2056 pixels, and 1444 x 1444 pixels [3]. All
images have labels indicating the presence or absence of AMD in the patient [3].
The diagnosis of AMD is determined using the fundus images and supplementary
information such as medical history and optical coherence tomography. However,
this material is not included in the dataset and it is not publicly available [3].
Additionally, coarse segmentation maps for several lesions were also provided.
Currently, to the best of our knowledge, this is the only public dataset that
provides pixel-level annotations of different AMD-associated lesions, including
drusen (154 images), exudates (130 images), hemorrhages (72 images), scars (68
images), and other lesions (29 images) [3]. The dataset was divided in three sub-
sets: a training set (400 images), a validation set (400 images), and a test set
(400 images) [3]. We used the same subset division in this study.

3 Methods

The proposed method starts with a preprocessing stage to normalize the input
images. Then, a CNN model was developed to detect AMD using techniques
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such as data augmentation, transfer learning and fine-tuning. Finally, the LIME
technique was used to visualize the image areas that influence the model predic-
tions.

3.1 Preprocessing

The model was trained, validated, and tested using preprocessed versions of the
original images. To standardize input data and reduce processing time, all images
were resized to a resolution of 512 x 512 pixels [3].

3.2 Data Augmentation

Deep neural networks require a large amount of training data. To increase the
number of images available for training the model, we applied online data aug-
mentation, creating synthetic images in each epoch through simple transforma-
tions like rotations and flips [7].

3.3 Model Architecture

CNNs are neural networks capable of extracting representative features of
images [8]. In this work, a CNN architecture was developed using a pretrained
RegNetY-320 architecture as a base model [9]. RegNet is a network design app-
roach that seeks to create fast, simple and efficient networks by means of a linear
parameterization [9]. These networks outperform popular models such as Effi-
cientNet in performance and GPU speedup [9]. To adapt the architecture to
the binary classification problem of AMD, we added an average pooling layer,
a dropout layer with an average pooling layer, a dropout layer with a factor of
0.5, a dense layer of 2048 neurons, another dropout layer with a factor of 0.5
and a dense layer of 2 neurons [10]. The number of neurons of the last layer
corresponds to the number of classes we want to discriminate: non-AMD patient
and AMD patient. A ReLU-type activation function was used in the first dense
layer, and a softmax activation function was used in the last dense layer [10].
The softmax returns a probability distribution over the classes, indicating the
probability that the input image belongs to the non-AMD class or the class with
AMD [10]. In the fine-tuning phase, the early-stopping technique was used to
minimize overfitting of the network [8]. In this way, the training process was
automatically stopped when the validation loss did not improve after 5 con-
secutive epochs. We used the categorical cross-entropy as a loss function and
Adam as the optimization algorithm [10]. To minimize overfitting in advanced
epochs, the learning rate was reduced by a factor of 10 every time the validation
error reached a minimum and kept constant [8]. A batch size of 4 images was
used, since it was the maximum size that our GPU NVIDIA GeForce RTX 4080
allowed.
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3.4 Local Interpretable Model-Agnostic Explanations

Currently, in medical domain, XAI functionality is a necessary requirement for
automatic detection systems. XAI provides explanations for the decisions of
deep-learning methods, allowing interpretability. One of the algorithms that
enables visual explainability is LIME [11]. In this work, we studied the image
version of LIME. In order to explain the prediction of a model f for an example
&, LIME [11]:

1. decomposes ¢ in d superpixels, that is, small homogeneous image patches;

2. creates a number of new images z1, . . . , , by randomly turning on and off
these superpixels;

3. queries the model, getting predictions y; = f (x;);

4. builds a local weighted surrogate model [3” fitting the y;s to the presence or
absence of superpixels.

Each coefficient of Bn is associated to a superpixel of the original image &
and, the more positive the more important the superpixel is for the prediction
at ¢ according to LIME.

4 Results

4.1 AMD Detection

To evaluate the performance of the automated AMD detection model, we used
the test set of the ADAM dataset, consisting of 400 images. Results are sum-
marized in Table 1. It shows sensitivity, specificity, accuracy and area under the
receiver operating characteristic curve (AUC) values.

4.2 LIME Interpretation

We further tried to provide a visual explanation for interpreting the developed
model using LIME. We obtained the image regions that were more relevant
for AMD prediction. Some examples of the visualizations obtained with this
method can be seen in Figs.1, 2, 3 and 4. Figurel and Fig.2 show examples
that were correctly predicted using the proposed method. Figure3 and Fig. 4
show examples of LIME explanations that illustrate the most common errors
observed in our study.

Table 1. Performance of the proposed method.

Sensitivity | Specificity | Accuracy | AUC
91.01% 85.21% 86.50% | 0.95
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5 Discussion

This work presents a novel and robust method for the automatic detection of
AMD. We present a model with high diagnostic performance, while requiring
a relatively small number of images for training. Moreover, we emphasize the
incorporation of LIME as a key element, enabling the model to provide visual
explanations.

(a)

Fig. 1. LIME of correct AMD predicted. (a) Original image. (b) LIME visualization.

(b)

(a) (b)

Fig. 2. LIME of correct non-AMD predicted. (a) Original image. (b) LIME visualiza-

tion.
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5.1 AMD Detection Performance

The method has been developed exclusively using fundus images from the ADAM
database. Results in Table1l demonstrate that the proposed method achieves
high performance in detecting AMD from fundus images. In fact, the model only
misclassifies 8 images as not having AMD when they have the pathology. Table 2
illustrates that our results are well in line with previous studies of those obtained
in previous studies. However, it is important to note that the methods previously
proposed in the literature are based on more complex networks than our chosen
model. The five top-ranked teams used ensemble methods, with the top three
teams using at least 5 models. This approach involves training multiple different
architectures or the same neural network architecture under different settings

(a) (b)

Fig. 3. LIME of misclassified AMD. (a) Original image. (b) LIME visualization.

(a) (b)

Fig. 4. LIME of misclassified non-AMD. (a) Original image. (b) LIME visualization.
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and combining their outputs to produce a single prediction per image. Moreover,
the VUNO EYE TEAM used clinical annotations for 15 types of lesions to
train independent models, which enabled better AMD classification results [3].
In contrast, our method only requires image-level annotations indicating the
presence or absence of the disease.

5.2 LIME Explanations of the Model

The provided approach to XAI for AMD image analysis can help clinicians to
trust the decisions made by the deep-learning model and also help them inter-
preting the decisions in the form of visualizations. To the best of our knowledge,
LIME has not been applied in the field of automatic AMD detection yet. Some
representative examples of the LIME explanations obtained in our study are
shown in Figs. 1, 2, 3 and 4. Figure 1 shows an example of a correctly classified
AMD image. Green colour indicates the regions that were crucial for the posi-
tive AMD diagnosis made by the network. Specifically, the macula and the optic
disc emerge as important areas for classification. In this case, there are some
lesions similar to drusen near the macula. Figure2 depicts an image without
AMD correctly classified by the network. Green regions near the macula and
the periphery of the retina were the most significant for classification. In this
scenario, the macula exhibits no lesions. In Fig. 3, an image with AMD that was
misclassified by our method is depicted. Apparently, this image lacks lesions near
the macula. It is worth noting that there are no lesion annotations within the
provided database for this image. In this case, the diagnosis might have relied
on supplementary information, such as medical history and optical coherence
tomography [3]. Finally, Fig. 4 illustrates the case of a non-AMD image that was
considered with AMD by the proposed method. This discrepancy could be due
to the presence of other retinal lesions, associated with a different disease. In
this image, the periphery of the retina displays a red region, indicating it does
not align with the AMD category. Nonetheless, the shape of the optic disc (in
green) seems to have some characteristics associated with AMD.

Table 2. Comparison with previous studies.

Study Number of test images | AUC
VUNO EYE TEAM | ADAM (n = 400) 0.97
ForbiddenFruit ADAM (n = 400) 0.96
Zasti_Al ADAM (n = 400) 0.96
Proposed method | ADAM (n = 400) |0.95
Muenai_Tim ADAM (n = 400) 0.94
ADAM-TEAM ADAM (n = 400) 0.93
WWW ADAM (n = 400) 0.92
Xxl1zT ADAM (n = 400) 0.91
TeamTiger ADAM (n = 400) 0.91
Airamatrix ADAM (n = 400) 0.88
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In light of these results, this study suggests a potential link between the center
of the optic disc and the presence of AMD, as the analyzed images display a
pattern in this region. Drusen, small deposits of cellular debris, may accumulate
in the macula of AMD patients and can also be detected near the optic disc.
Thus, the emergence of a pattern in the center of the optic disc in certain images
may be associated with the presence of AMD. There could be changes in the
structure or shape of the optic disc as the disease progresses. Previous studies
have assessed the changes in the optic disc as AMD progresses [12]. Nevertheless,
further research is required to validate this hypothesis.

5.3 Clinical Usefulness of Qur Proposal

The development of an automated system for AMD detection holds significant
clinical promise, particularly considering the need for efficient screening methods
in ophthalmology. Our proposed method demonstrates high efficacy in detecting
AMD, as shown in Table 1. Notably, the model exhibits a high level of accuracy,
misclassifying only 8 AMD images (2% of the test set). This high accuracy rate
indicates that the proposed method could be useful in clinical settings, where
accurate diagnosis is of utmost importance.

Moreover, the incorporation of XAI techniques, particularly LIME explana-
tions, enhances the clinical utility of our model [11]. Through visualizations pro-
vided by LIME, clinicians gain valuable insights into the decision-making process
of the deep-learning model. Clinicians will be able to identify the specific areas
within the images that are relevant for the model, facilitating its integration into
clinical practice.

5.4 Limitations and Future Work

Our study also presents some limitations that should be mentioned. First, our
model was developed and tested using a publicly available database. It would be
convenient to validate our proposal on a larger and more heterogeneus database
in order to assess the robustness of the proposed method. Another limitation
arises from the exclusive use of LIME to explain our model. Future goals may
include testing other XAI algorithms. Finally, to the best of our knowledge, the
quantitative analysis of XAI visual explanations has not been addressed. In this
sense, it would be desirable to further investigate on the quantitative assessment
of XAI visual maps.

6 Conclusions

In this work, we have proposed a XAI approach for the detection of AMD and
the retinal regions that influence the prediction. This is particularly crucial,
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as the absence of explainability poses a significant challenge to the practical
implementation of automated methods in real-world contexts. Our XAI approach
based on LIME allowed us to identify those retinal regions associated with AMD.
Our results suggest that the proposed method could represent an important step
toward providing an explainable and reliable AMD diagnostic tool. Early AMD
detection can facilitate timely access to treatment and, consequently, prevent
vision loss in at-risk population.
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